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Abstract

The dependencies of the light output response of CsI(Tl) crystals for various charged particle beams are investigated.

Measurements were performed using 5.5MeV 241Am alpha particles, 220MeV alpha and 110MeV deuteron beams

from the K500 Cyclotron at Texas A&M University, and p, 2H, 3He, 6Li, and 7Be beams from the Coupled Cyclotron

Facility at Michigan State University. These measurements reveal a clear correlation between the non-uniformities

observed in the same crystal for the various beams. Particle dependent global corrections were applied, resulting in final

light output uniformities of the order of 0.1%. Annealed and non-annealed CsI(Tl) detectors and crystals with different

thalium dopings are compared to determine whether annealing reduces the local variations in the light output. No

significant correlation with the crystal fabrication process is observed.
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1. Introduction

Scintillators fabricated from thalium-doped CsI
(Cesium-Iodide) crystals have been extensively
used for the detection of energetic charged
particles [1–6]. This wide spread use stems from
the facts that CsI(Tl) crystals can be readily
d.
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machined, perform satisfactorily at room
temperature, are not as hygroscopic as Na(Tl)
crystals, and produce light with a spectrum
that is well suited for readout via silicon
photodiodes [1,3,5].

While excellent resolution is achievable for
highly uniform crystals, the resolutions of actual
crystals are negatively impacted by local and
global non-uniformities in the light output of the
crystal [1,4,5]. Variations in the light output of the
order of 0.5% have been observed between
ionization trajectories through the crystal that
are separated by as little as 3mm [5]. These
observations suggested that gains in resolution
would be achieved if such local light output
variations could be controlled [5].

Light output variations within scintillators have
been explored in a variety of contexts because they
are important for many scintillator applications.
The corrections for light output variations vary
from application to application, however. When
scintillators are used for energetic g-ray detection
[7] or within large-scale sampling calorimeters [8],
large volumes of these scintillators of the order of
102–104 cm3 can be excited by a cascade of
particles produced by the interaction of the
incident particle with the scintillator. In such
cases, the resolution is influenced by light output
variations over distances of the order of centi-
meters, by statistics and by the degree to which the
produced particles are confined to the scintillator
volume. In contrast, charged particles with en-
ergies of 20–150MeV/nucleon activate compara-
tively small volumes along their trajectories in the
crystal characterized by transverse dimensions of
the order of millimeters; the major deposition
occurs near the end of each trajectory where the
stopping power attains maximum values charac-
teristic of the Bragg peak. For such particles, the
cascade of ionized electrons remains within the
detector, the statistical accuracy can be very
high; however, the light output uniformity
over much smaller lateral dimensions of
order of millimeters becomes critical. If a high
degree of uniformity can be achieved or if the non-
uniformity can be well characterized and the
trajectory of each track defined by another
tracking detector, the energy resolution can be
remarkable. To achieve such resolutions, however,
it is important to control or characterize the light
output uniformity and to understand how it
depends on the charge or mass of the incident
particle. Only then can the potential resolution of
such devices by realized.

The current investigation was motivated by the
resolution requirements of the High Resolution
Array (HiRA) for breakup spectroscopy experi-
ments, in which energetic decay products of an
excited nucleus are stopped in the CsI(Tl) crystals
and the excitation energy of the nucleus is
reconstructed from the final observables. The
HiRA device consists of 20 telescopes; each
telescope is composed of two silicon-strip detectors
of 65 and 1500 mm thickness, backed by four
CsI(Tl) crystals. The strips provide tracking
information by dividing the 6.4� 6.4 cm2 active
area of the silicon detectors into 1024 (32� 32)
square pixels, and accordingly, the 3.2� 3.2 cm2

active area of each CsI(Tl) crystal into 256 pixels.
The beam direction and the pixel position define
the trajectory of a particle. In all cases, the beam
divergence was less than 20mrad, which contri-
butes an uncertainty to the position of the beam
particle trajectory at the end of a CsI(Tl) crystal
that is less than 800 mm, negligible compared to the
pixel width of 3.2mm. This subdivision enables the
non-uniformity of the CsI(Tl) light output to be
modeled with precision and later corrected in the
data analyses.

To investigate how the optimum resolution
might be obtained, initial tests with eight test
crystals and later tests with four final HiRA
crystals were undertaken. We describe the pre-
paration of these crystals, their physical properties
and results obtained with an alpha source and a
variety of energetic beams. Then we examine the
systematic trends in the observed non-uniformities
and how these trends can be precisely corrected via
data analyses.
2. Methods

Discrete grids in the xy coordinate plane are
mapped onto the scintillation crystals. At the
coordinate x ¼ i; y ¼ j; the non-uniformity Sij of
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light output for scintillation crystals is expressed as

Sij ¼
ðLij �/LSÞ

/LS
ð1Þ

where Lij is the centroid of the energy spectrum at
this position and /LS is the average over the
entire crystal. In the case of a crystal with a
perfectly uniform response, the variance of Sij

would be dictated only by the statistical uncer-
tainty of the centroids of the peaks. In practice,
however, the variance of Sij can be dominated by
the light output non-uniformity in each crystal.

Two methods are used to correct for non-
uniformities in the light output. The first char-
acterizes the non-uniformities using a two-dimen-
sional linear fit to the non-uniformity. The
resulting non-linearity parameter Fij is calculated
as

Fij ¼ A þ Bi þ Cj ð2Þ

where the parameters A; B; and C are determined
from fitting Eq. (2) to the non-uniformity across
the face of the crystal. Corrected light outputs
Sij;corr can then be obtained by dividing individual
energy values by 1þ Fij ; where Fij are the best-fit
values obtained by fitting the data with Eq. (2).

Using Eqs. (1) and (2), the residual non-uni-
formity, which could be due to statistical varia-
tions in the light output, is defined by subtracting
the fitting function from the measured non-
uniformity:

Dij ¼ Sij � Fij : ð3Þ

In cases where higher-order corrections are
desired due to non-linear non-uniformities or due
to lower statistics, smoothed non-uniformities are
calculated using a 3� 3 flat smoothing function:

SMij ¼
1

Npoints

X
k ¼ i þ 1

l ¼ j þ 1

k ¼ i � 1

l ¼ j � 1

Skl ð4Þ

where the summation includes only the values
within these limits for k and l at which values of Sij

were measured. Consequently, Npoints ¼ 9; 6, and 4
for points (i; j) in the center, edge, or corner of the
detector, respectively. This increases, by a multi-
plicative factor of Npoints; the effective number of
counts in the grid map and thereby reduces the
statistical fluctuations.

A similarity between the smoothed non-unifor-
mities for particles with different charge Z; mass
A; or energy E was observed. This similarity was
probed by determining a scaling factor aðZ;A;EÞ7

SMijðZ;A;EÞ ¼ aðZ;A;EÞSMijðZ0;A0;E0Þ ð5Þ

where Z0 ¼ 3; A0 ¼ 6; and E0 ¼ 158 was taken for
all comparisons between HiRA detectors tested at
the coupled cyclotron facility (CCF) and Z0 ¼ 2;
A0 ¼ 4; and E0 ¼ 220 for tests conducted at the
Cyclotron Institute at Texas A&MUniversity. The
value of a is then determined by fitting the non-
uniformity obtained for particles with Z; A and E

using Eq. (5) and the reference scan for particles
with Z0; A0 and E0:

Residual non-uniformities D0
ij in the light out-

puts can be obtained as discussed previously by
subtracting the smoothed non-uniformity SMij

from observed values for Sij similar to the method
described in Eq. (3):

D0
ij ¼ Sij � SMij : ð6Þ

If one utilizes the smoothed non-uniformity to
make point-by-point corrections to the light out-
put non-uniformity, one can largely correct the
observed non-uniformity. After using Eq. (6) to
correct according to the smoothed non-uniformity,
a simple measure of the residual non-uniformity of
the test crystals may be obtained from the rms
values for D0

ij

D02
rms �

Npoints

Npoints � 1

1

Npixels

X
ij

ðSij � SMijÞ
2 ð7Þ

where SMij is calculated from Eq. (4), Npixels is the
number of pixels included in the sum and Npoints ¼
9 is the number of parameters used in the
smoothing algorithm. These rms values, however,
include the statistical fluctuations of the centroids
Sij of the energy spectra, which can be significant if
the statistics are limited. From the widths and
counts in the peaks, this statistical contribution
D2

stat was calculated and a corrected value Drms;corr

was obtained as follows:

Drms; corr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D02

rms � D2
stat

q
: ð8Þ
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Table 1

Drms;corr (in %) for different particles in the test crystal beam

test

Crystal Crystal type Drms;corr (%)

a Beam 2H Beam
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Drms; corr is the contribution to the resolution that
is associated with the non-uniformity in the light
output. Measurements of the raw, smoothed, and
residual non-uniformities are described in the
following sections.
1 Annealed 0.10 0.06

2 Normal 0.09 0.05

3 Annealed 0.07 0.05

4 Normal 0.04 0.03

5 Anneal 0.08 0.07

6 Super-doped 0.11 0.06

7 Super-doped 0.05 0.03
3. Crystal preparation

Light output in thallium-doped CsI occurs
through the transfer of a small fraction (o10%)
of the energy lost in the crystal by the incident ion
to the excitation and subsequent radiative decay of
thallium dopant ions. The thallium is incorporated
into the CsI lattice in molar concentrations of the
order of 0.1% during crystal growth [9]. In
general, while the light output is caused by the
competition between the radiative deexcitations of
the thallium dopant ions in the CsI(Tl) crystal and
the non-radiative deexcitation of the crystal by
other decay modes [10,11], the ionization density
of a specific ion dictates the amount of light
produced. The competition between radiative and
non-radiative deexcitations depends on the thal-
lium doping concentration, the temperature and,
possibly, other chemical or physical properties of
the crystal.

The observations of local non-uniformities in
light output by Ref. [5] suggest that changes in the
growth procedures for the CsI(Tl) crystals, an
accurate compensation of the observed non-uni-
formities, or a combination of these techniques
might lead to an improved energy resolution. The
origins of the observed non-uniformities in Ref.
[5], however, are not understood. They may
include local variations in the thallium doping
concentrations and possibly, the presence of
crystal defects or contaminants [10].

Ten crystals—numbered 0 to 9—were studied
using two beam tests and alpha source scans across
the crystal surface. Because the average light
output of CsI(Tl) increases strongly with molar
doping concentration below about 0.1% and then
remains roughly constant above this concentra-
tion, the sensitivity to local variations in doping
concentration may be minimized by maintaining a
high average thallium concentration. To address
this possibility, two (30� 30� 40mm3) test crys-
tals (crystals 6 and 7 in Table 1) were prepared
with higher nominal thallium concentrations
(about 0.5–0.6% molar concentration or 1000–
1200 ppm Tl as compared to the typical doping
concentration of 0.15–0.35% molar concentration
or 300–700 ppm Tl). We label these crystals here as
‘‘superdoped’’, even though the doping level of
these crystals may not lie far outside of the typical
range of doping levels available commercially.
Alternatively, an attempt was made to modify the
local relative concentrations of thallium dopant
ions and defect sites by thermally annealing the
crystals in vacuum, a process that has modified the
light outputs of some scintillators [12,13]. To
address this possibility, six (30� 30� 30mm3) test
crystals (crystals 0–5) were prepared. Three of
these were annealed (crystals 1, 3 and 5) and three
were not annealed (crystals 0, 2 and 4). No
specifications or pre-selection criteria regarding
the overall non-uniformity were imposed on the
test crystals. Consequently, some of the test
crystals displayed larger variations in the light
output across the face of the crystal than would be
desirable for many applications. We believe this
did not negatively impact tests for local non-
uniformities that depend non-linearly on the
position of the ionization trajectory through the
crystal. We did not attempt to differentiate
between the non-uniformities along the growth
axis and the non-uniformities along the other two
Cartesian coordinates of each crystal because the
orientation of the growth axis with respect to the
final crystal surfaces was not recorded and
retained.
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Fig. 1. Side view and front view of a HiRA crystal, light guide

and photo-tube assembly. Two inner sides of the crystal are cut

perpendicular to the front and rear faces of the crystal and two

outer sides of the crystal are cut at an angle of 5.3	 from the

perpendicular in order to back the active area of the silicon

detectors when the telescopes are placed at a distance of 35 cm.

Fig. 2. Test configurations for the HiRA CsI crystals: (a) shows

the configuration for the alpha source scanning test and (b)

shows the beam test configuration. In the case of the test at the

Texas A&M facility, the silicon detector was stationary with

respect to the beam line. In the case of the tests performed at the

NSCL, the silicon detector moved with the crystals.
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In addition to the eight test crystals, two final
HiRA crystals (crystals 8 and 9) were examined.
An acceptance criterion that the light output varies
by less than 70.5% across the face of the detector
was placed upon the HiRA crystals. The HiRA
crystals, with square 3.5� 3.5 cm2 front and
3.9� 3.9 cm2 rear surfaces and a length of 4 cm,
were somewhat larger than the test crystals. Fig. 1
shows side and front views (for a HiRA detector)
of the scintillator and photodiode package. Both
test and HiRA crystals were prepared by fine
polishing the front and rear surfaces, and sanding
the four sides with 400 grit paper in the direction
from the front surface to the light guide. Light-
guides of 1.3 cm thickness were glued to the HiRA
crystals with BC 600 optical cement and to the six
smaller test crystals with GE Bayer Silicones
RTV615 silicon rubber glue. The larger
(30� 30� 40mm3) test crystals were used without
light guides. Silicon photodiodes with a thickness
of 0.3mm and an active area of 18� 18mm2 were
glued to the rear of the light guide with GE Bayer
Silicones RTV615 silicon rubber glue. The
sides of the test crystals were wrapped using one
layer of cellulose nitrate membrane filter paper and
then one layer of Teflon tape. The sides of
the HiRA crystals were wrapped with two
layers of cellulose nitrate filter paper and one
layer of aluminized Mylar. The front faces of all
crystals were covered with an aluminized Mylar
foil. The light guides were painted with BC-620
reflective paint.
4. Alpha source measurement configuration

In order to test the position dependence of the
response of the CsI crystals to 5.486MeV alpha
particles from a 241Am source, a test apparatus
was built, which allows one to move a collimated
alpha source and a CsI(Tl) crystal in perpendicular
directions inside a vacuum chamber. The config-
uration was automated such that a spectrum was
obtained for points separated by a spacing of
3mm on a 10 by 10 Cartesian grid on the front
surface of the test crystals. This grid was centered
on the crystals and avoided the edges. At each grid
point, the collimated source irradiated a 3mm
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diameter area of the crystal surface for 5min
before moving to the next grid point. The source
test configuration is diagrammed in Fig. 2a.
Fig. 3. Relative comparisons of the light outputs for the eight

test crystals. The light outputs of the HiRA crystals were

selected to be within 15% of the light output of test crystal 6.

These results were obtained with the 220MeV a beam; the same

results are obtained for the deuteron beam. The error bars are

estimated from the reproducibility in the relative light output

observed after recoupling these test crystals to the photo-diode

and its associated electronics.
5. Beam measurement configurations

While alpha source measurements are practical
for pre-scanning large numbers of crystals prior to
fabrication into an experimental device, such a test
probes only the first 30 mm of the crystal or less. As
large doping gradients tend to persist throughout a
crystal [1,4,5], such tests can serve to reject crystals
with large gradients of order of 1% or more, but
may not provide information about the persistence
of small non-uniformities of the order 0.1%.

In order to measure the variation of such small
non-uniformities throughout the test crystals, the
eight test crystals were scanned with primary
beams of 220MeV alpha particles and 110MeV
deuterons from the K500 cyclotron at the Texas
A&M cyclotron facility. The experimental config-
uration was placed in air at the end of the Single-
Event Effect (SEE) beam-line. A 500 mm thick
double-sided silicon strip detector was fixed in
position near the exit foil of the beam pipe in front
of the crystals. The beam illuminated a circular
spot of 2.5 cm diameter on the silicon detector; the
3mm wide horizontal and vertical strips of this
detector divided the beam spot into 100 pixels,
each having a size of 3� 3mm2. The eight CsI(Tl)
crystals were placed behind the silicon detector on
a movable computer controlled platform. Thus,
the light output uniformity was measured over a
Cartesian grid for both the 220MeV alpha and
110MeV deuteron beams. Fig. 2b shows a
schematic diagram for the two beam test config-
urations.

A relative comparison of the average light
output of the eight test crystals from this beam
test is shown in Fig. 3. (Here the data was
arbitrarily normalized to that of crystal #6.)
Somewhat higher than average light outputs were
observed for the ‘‘superdoped’’ crystals 6 and 7;
however, the range of light outputs is large. On the
average, the light output of annealed and non-
annealed crystals was comparable. Because light
output prior to annealing was not measured,
however, this comparison does not probe whether
annealing enhances the light output of a specific
crystal.

Beam scans of four HiRA crystals were also
performed using secondary projectile fragmenta-
tion beams from the CCF at Michigan State
University. Secondary beams of 53MeV protons,
48MeV 3He, 40MeV deuterons, 105MeV 3He,
158MeV 6Li, and 243MeV 7Be were produced by
fragmenting a primary 40Ar beam at
E=A ¼ 140MeV on a Be target and selected by
magnetic rigidity with the A1900 separator. For
each beam, a 1% separator momentum acceptance
was used corresponding to an energy resolution of
2%. The configuration for the experiment was
placed in air in the N3 vault. A 1500 mm thick
double-sided HiRA silicon strip detector with an
active area of about 64� 64mm2 was fixed in
position in front of the four CsI(Tl) detectors to
form a energy loss telescope. This telescope was
mounted on a movable platform in front of the
exit foil of the beam pipe. Computer controlled
stepping motors were used to move each crystal to
illuminate uniformly most of its surface area with
the beam. In this fashion, the light output for each
HiRA crystal was measured over a 256 pixel
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Fig. 4. The variation of the light output over the face of the detector is shown here as a percent deviation from the mean (Sij as defined

in Eq. (1)). Here neighboring pixels are separated from each other by 3mm in both x and y directions. This result is obtained

for crystals #4 and #6 (a and b, respectively) using 5.5MeV alphas from a 241Am source. The standard deviation of Sij ; i.e.
ffiffiffiffiffiffiffiffiffiffiffiffiffi
/S2

ijS
q

is also given.
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Cartesian grid with a pixel size of 2� 2mm2 for all
fragmentation beams.
6. Alpha source scanning results

The centroid of the light output peak was
calculated for each of the Cartesian grid points.
Fig. 4a shows Sij calculated from Eq. (1) for a
crystal (#4) with a large non-uniformity. (In order
to minimize sensitivity to edge effects, we have
excluded the outside points (pixels 1 and 10) from
this figure and for all subsequent plots of the alpha
source and the various beam scans.) Fig. 4b shows
Sij for a crystal (#6) with a small non-uniformity.
The overall non-uniformities in light output for
the final HiRA crystals were specified to be less
than 70.5%; plots of the overall light output
uniformities of HiRA crystals were therefore more
similar to Fig. 4b than to Fig. 4a.

Fit parameters B and C; which describe the
linear variation in the light output (in %) for the
test crystals, are given in Table 2. For reference, a
value of 0.1 (0.05) for B or C implies an increase of
1% (0.5%) in the light output across the 3 cm wide
crystal.
7. Beam scanning results

Fewer beams were used for scanning the test
crystals than for the final HiRA crystals, but the
resolution of the primary beams used for the test
crystals was superior to that of the secondary
beams used for the final HiRA crystals. The results
of these two beam scans are therefore discussed
separately.
8. Results for the test crystals

As stated above, the beam test consisted of a
220MeV alpha beam and a 110MeV deuteron
beam. The penetration depth for the alpha beam is
about 11mm, and the penetration depth for the
deuteron beam is about 22mm, which are both
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Table 2

Linear fit parameters for Eq. (2) for the test crystals determined

from a source scanning, a beam measurements and deuteron

beam measurements

Crystal Type Source A (%) B (%) C (%)

0 N a Scan 1.496 �0.128 �0.146

a Beam — — —
2H Beam — — —

1 A a Scan 0.832 �0.049 0.061

a Beam �0.028 �0.024 �0.010
2H Beam 0.158 �0.048 0.029

2 N a Scan �0.736 �0.090 0.275

a Beam 0.017 �0.055 0.058
2H Beam 0.471 �0.088 0.048

3 A a Scan 0.580 �0.258 0.012

a Beam 0.220 �0.132 0.067
2H Beam 0.153 �0.110 0.071

4 N a Scan �0.516 �0.086 0.218

a Beam �0.028 �0.051 0.043
2H Beam �0.097 �0.048 0.082

5 A a Scan 1.342 �0.099 �0.149

a Beam 1.194 �0.113 �0.107
2H Beam 0.892 �0.063 �0.061

6 S a Scan �0.136 �0.023 0.015

a Beam �0.124 0.013 �0.003
2H Beam �0.145 �0.001 0.034

7 S a Scan �0.229 0.000 0.040

a Beam �0.011 0.018 �0.037
2H Beam 0.333 �0.027 0.019

Crystal types are N=normal, A=annealed, and S=Super-

doped. Parameters are in percent.
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much larger than the penetration depth B30 mm
for the 241Am source.1 The 3� 3mm2 spots
defined by the silicon detector defined the trajec-
tories of the alphas and deuterons through the
crystals. The transverse straggling of 0.5mm for
the alpha beam and 1.3mm for the deuteron beam
did not exceed the pixel spatial resolution. Values
for Sij were calculated at each grid point for each
detector for both alpha and deuteron runs.
1The ranges and transverse straggling values were calculated

using the program SRIM 2003 of J.F. Ziegler.
Figs. 5a and b show Sij obtained with the alpha
beam for the same crystals with large and small
non-uniformities shown in Figs. 4a and b,
respectively. The corresponding plots for the
deuteron beam are shown in Figs. 5c and d,
respectively. Again for the beam scans, one
observes a roughly linear dependence of Sij on
the displacement across the face of crystal #4,
while no strong linear dependence is observed for
crystal #6. The light output Lij was fit assuming a
linear dependence of the form given by Eq. (2).
Values for B and C for the test crystals are given in
Table 2. Fig. 6 shows the correlation between the
parameters B and C obtained from the alpha
source fits and those obtained from the 220MeV
alpha beam (solid points) or the 110MeV deuteron
beam (open points). The slope of the dashed
trendline shown in the figure has a value of 0.5.
Thus the alpha source scan is twice as sensitive to
the crystal non-uniformity than are the alpha and
deuteron beam scans; the alpha source sensitivity
is actually more comparable to that for beam
particles of much higher Z such as lithium, see
below. Some of the difference between the linear fit
parameters of the alpha scan and the beam scans
may be due to non-zero doping gradients in the
beam direction; the 241Am alpha-scan particles,
the 220MeV alpha beam particles, and the
110MeV 2H beam particles have very different
penetration depths. However, we will show that
the light output non-uniformity is larger for
particles with larger average stopping powers in
the crystal; these average stopping powers are
greater for the alpha source than for the alpha
beam and both alpha source and beam have larger
average stopping powers than those of the
deuteron beam. This is probably the main reason
why the non-uniformities observed for the alpha
source exceed those for the alpha and deuteron
beams.

The correlation between the various scans
shows why one can use the alpha source
measurements to pre-select the crystals and
reject crystals with large non-uniformities.
The vertical lines indicate the acceptance
criterion jalpha source parameterjo0:1; crystals
to the left of the leftmost line and to the right
of the rightmost line, which displayed large
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Fig. 5. Panels 5a and 5b show Sij obtained for the alpha beam with crystals #4 and #4—the same crystals with a large and small non-

uniformities shown in Figs. 3a and b, respectively. The corresponding plots for the deuteron beam are shown in Panels 5c and 5d,

respectively. The standard deviation of Sij ; i.e.
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/S2

ijS
q

is also given.
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non-uniformities in both the beam and alpha
source tests, are rejected under this criterion.

Residual non-uniformities calculated with
Eq. (3) are shown in Fig. 7 for the same crystals
#s 4 and 6. The residual non-uniformities are zero
on the average, but there are regions in which all
the neighboring pixels have positive residuals and
other regions where all the neighboring pixels have
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Fig. 6. Correlation between the slope parameters obtained via

the alpha source test and those obtained via the 220MeV alpha

beam test (solid points) and the 110MeV deuteron beam test

(open points).
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negative residuals. This suggests that a much
higher order fit or a pixel-by-pixel correction to
the light output uniformity might be a better
approach. This is particularly true for crystal #6,
which displays some ridges of higher light output
in both panels (b) and (d).

By combining the energy deposited in the silicon
with the energy deposited in the CsI(Tl) crystal one
obtains measurements of the total beam energy of
the incident deuteron and alpha beams. These are
shown in Fig. 8 for alpha particles (bottom panels)
and deuterons (top panels). The left panels are for
the less uniform CsI(Tl) crystal (#4) and the right
panels are for the more uniform CsI(Tl) crystal
(#6). The dotted lines are the overall crystal energy
spectra without correction for the light output
non-uniformity. The dashed lines are the crystal
spectra corrected with the linear fit for the light
output non-uniformities. The solid lines are
spectra for particles that enter into one randomly
chosen pixel in the detectors. This latter spectrum
has the same resolution (e.g. crystal #6: sE0:15%
or 0.16MeV for deuterons, 0.15% or 0.33MeV for
alphas) that one would achieve by a pixel-by-pixel
correction for the light output non-uniformity
across the crystal. The difference between the solid
histograms and dashed lines reflects the degree to
which the non-uniformities can be modeled by a
linear dependence. Crystal #4 is more linear in its
non-uniformity than crystal #6; the corrected non-
uniformity of crystal #4 shown in Fig. 7 is smaller
than the corresponding corrected non-uniformity
of crystal #6. Thus, the corrected resolution for
crystal #4, shown by the dashed line in the left
panel of Fig. 8, is smaller than that of crystal #6,
shown in the right panel. It is concluded that the
non-uniformity varies linearly across the face of
crystal 4, while the variation is more complex
across crystal 6.

The energy resolution of the beam makes a
negligible contribution to the resolution of a single
pixel given by the solid histograms. The electronic
noise (determine by a precision pulser) contributes
snoiseE0:1MeV to the single pixel resolution. This
corresponds to rms contributions of 0.1% for
deuterons and 0.05% for alphas. Subtracting this
electronics noise contribution, one obtains rms
intrinsic (noise corrected) resolutions of about
0.11% (E0.1MeV) for deuterons and 0.14%
(E0.3MeV) for alphas.
9. Results for the HiRA crystals

Figs. 9 and 10 show Sij obtained for two HiRA
crystals (8 and 9) for proton, deuteron, 3He
(105MeV), 6Li and 7Be fragmentation beams.
Unlike the case for the test crystals with larger
thallium doping gradients, Sij does not display a
strong linear dependence across the face of each
detector. In fact, the observed non-uniformities are
rather complex and would require rather high
order polynomials or Fourier components to
achieve a satisfactory fit. On the other hand, the
trends for the different particle types are similar in
form. The magnitudes of the non-uniformities are
larger for more highly charged particles such as
7Be or 6Li than for protons or deuterons.

It is interesting that the similarity in form for the
non-uniformity persists when the ranges of the
various particles, given in Table 3, differ some-
what. (Here, one should focus on the upper six
rows, which correspond to the data in Figs. 9 and
10.) This suggests that an accurate measurement of
the non-uniformity with one particle species may
allow one to predict the light output for other
species for a variety of ranges in the neighborhood



ARTICLE IN PRESS

X-Pixel

Y-Pixel
D

 (
%

)

X-Pixel

Y-Pixel

D
 (

%
)

X-Pixel

Y-Pixel

D
 (

%
)

X-Pixel

Y-Pixel

D
 (

%
)

2 3 4 5 6 7 8 9

2
3

4
5

6
7

8
9

-1-1

-0.75-0.75

-0.5-0.5

-0.25-0.25

0

0.250.25

0.50.5

0.750.75

1

2 3 4 5 6 7 8 9

2
3

4
5

6
7

8
9

-1-1

-0.75-0.75

-0.5-0.5

-0.25-0.25

0

0.250.25

0.50.5

0.750.75

1

2 3 4 5 6 7 8 9

2
3

4
5

6
7

8
9

-1-1

-0.75-0.75

-0.5-0.5

-0.25-0.25

0

0.250.25

0.50.5

0.750.75

1

2 3 4 5 6 7 8 9

2
3

4
5

6
7

8
9

-1-1

-0-0 .7.7 5

-0-0 .5.5

-0-0 .2.2 5

0

0.0. 2525

0.0. 5

0.0. 7575

1

Drms=0.04% Drms=0.11% 

Drms=0.03% Drms=0.06% 

(a) (b)

(c) (d)

Fig. 7. Panels 7a and 7b shows Dij obtained for the alpha beam using crystals #4 and #6 as in Figs. 3 and 5. The corresponding plots

for the deuteron beam are shown in Panels 7c and 7d, respectively. The standard deviation of Dij ; i.e.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/D2

ijS
q

is also given.
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of the range of the measured species. If measure-
ments could be performed with very high statistics
by increasing the test time by about an order of
magnitude and if one where not worried about
radiation damage to the silicon detectors, the
response could be measured for every particle
species on a pixel-by-pixel basis. In practice,
however, such a practice is expensive and therefore
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Fig. 8. Left panels: CsI(Tl) crystal #4 with large non-uniformity. Right panels: CsI(Tl) crystal #6 with small non-uniformity. Bottom

panels: results for 110MeV deuterons. Top panels: results for 220MeV alpha particles. In all panels, the dotted lines are the

uncorrected energy spectra. The dashed lines are the spectra corrected with the linear correction for the light output non-uniformities.

The solid lines are spectra for particles that enter into one randomly chosen pixel in the detectors. The dot-dash line is the crystal

spectra corrected using the smoothing algorithm described in the text.
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unlikely. To allow non-uniformity studies with
more limited statistical accuracy, the smoothing
algorithm given by Eq. (4) was developed. In the
calculation of the scaling parameter a (Eq. (5)),
comparisons of all particles were made to 158MeV
6Li.

Figs. 11 and 12 show the smoothed distributions
for the various particles for these two crystals.
Fig. 13 shows the same smoothed distributions for
39MeV deuterons, scaled by the parameter a (in
black) along with the 6Li (in gray) non-uniformi-
ties. This rescaling procedure works remarkably
well; the smoothed 6Li non-uniformities are rather
similar to the smoothed, scaled non-uniformities
for the other particle types. The values for the
scaling parameters are given in Table 3. In general,
the scaling parameters increase with charge,
reflecting the fact that the non-uniformities ob-
served for highly charged particles are larger.

This method has also been applied to the test
crystals (#’s 0–5); here the 4He data were used as
the reference for scaling purposes. Comparisons of
the smoothed and rescaled non-uniformities for
deuterons and alphas in crystals #4 and #6 are
shown in Fig. 14. Assuming that the non-
uniformity varies continuously with the depth,
we expect differences in the non-uniformities
observed at different depths. The deuterons
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Fig. 9. Non-uniformity values Sij (in) for HiRA crystals #8 (left side) and #9 (right side) for the indicated beam particles from the CCF of the

NSCL. Each pixel is separated in both x and y directions from its neighbor by 2mm. The standard deviation of Sij ; i.e.
ffiffiffiffiffiffiffiffiffiffiffiffiffi
/S2
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is also given.
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sample the crystal non-uniformities over a much
greater depth (2.2 cm) compared to the alpha
particles (1.1 cm). Even though, the differences
shown in the figure are small, we think one should
be cautious about assuming that scaling can be
accurately applied when particle have very differ-
ent ranges. The scaling factors for deuterons (with
respect to a particles), shown in Table 3, are
different for the two crystals, suggesting problems
with the scaling concept when the two particles
have significantly different ranges; however, the
value of a for crystal 6 also has a large uncertainty
due to the fact that the smoothed non-uniformities
for this crystal are small.
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Table 3

Values for the scaling parameter aðZ;A;EÞ=að3; 6; 158Þ

Particle Energy (MeV) Range (mm) a

P 53 10.3 0.509
2H 39 3.8 0.608
3He 48 1.0 0.965
3He 105 3.8 0.927
6Li 158 2.1 1.000
7Be 243 2.2 1.048
2H (CsI #4) 110 22.2 0.997
2H (CsI #6) 110 22.2 0.230

The last two rows correspond to the scaling with respect to

220MeV a particles in the indicated crystals.
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Energy spectra, corrected according to the
smooth non-uniformities, are compared to the
uncorrected crystal and single-pixel energy spectra
in Fig. 8 (dot-dash line). It can be seen that the
method of correcting by smoothing is a useful
algorithm for correcting non-uniformities, redu-
cing the resolution in the deuteron spectra to
nearly that of a single pixel. In the alpha spectra,
where the noise contribution is less, the accuracy
of this approach is more sensitively tested. In
particular, the prominent ridges in the alpha
spectra for crystal #6 that can be seen in Fig. 7b
cannot be completely corrected by the smoothing
algorithm. If it were necessary, in principle, higher
statistics scans could be performed and such
rapidly changing non-uniformities could be cor-
rected by a pixel-by-pixel map that could then be
propagated to the other particles that have
approximately the same ranges in the crystal.

Some insights into the charge dependence of the
non-uniformities can be obtained if one considers
an approximate formulae for the light output
given by Birks [10,11]

dL

dx
¼ a

dE

dx

����
���� 1

1þ bjdE=dxj
ð9Þ

where a is a charge independent constant describ-
ing the conversion of energy loss into light and b is
a charge independent constant describing how the
light is quenched in regions of higher energy loss
due to a saturation of the CsI(Tl) activation
centers near the region of high ionization density.
This latter factor is responsible for the observed
fact that dL=dx decreases with charge [4,5,9–11]. It
explains the stronger non-linearities in the energy
calibrations for heavily ionizing particles and, in
the context of this simple model, is the likely origin
of the charge dependence of the non-uniformities
shown in Figs. 9 and 10.

Approximating the stopping power by
jdE=dxjEcðZ2=v2Þ; where c is a constant and v

is the velocity of the particle and integrating
Eq. (9) over the ion’s range in the CsI(Tl) detector,
yields

LEaE 1þ
bcAZ2

E
ln

bcAZ2=E

1þ ðbcAZ2=EÞ

� �� �
: ð10Þ

Both the constants a and b in Eqs. (9) and (10)
may depend on the position where the ion
traverses the crystal; of these two, only the
position dependence of b can give rise to the
non-uniformities displayed in Figs. 9 and 10.
According to Eq. (10), the sensitivity to b is
proportional to the stopping power; this suggests
that the scaling factors aðZ;A;EÞ may also be
proportional to the stopping power. A plot of
aðZ;A;EÞ as a function of AZ2=E is examined in
Fig. 15. Error bars are derived by considering the
increase in a necessary to change the w2 value for
the fit by one. A monotonic dependence of
aðZ;A;EÞ on AZ2=E is observed in support of
this ansatz. There may exist a more accurate
scaling relationship than this one depending on
AZ2=E; but a more complete set of data would be
required to demonstrate it.

Residual non-uniformities D0
ij are shown in

Figs. 16 and 17 for crystals 8 and 9 and the
same incident particles as shown in Figs. 9
and 10. The residual light output variations
are zero on the average and for the most part
fluctuate about zero randomly, in contrast to
the case for test crystals where there were regions
in which all neighboring pixels have positive
residuals and other regions where the neighbor
ing pixels have negative residuals. In principle,
the removal of such correlated non-uniformities
should lead to an improvement in the overall
resolution.
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Fig. 11. Smoothed non-uniformity values SMij in crystals #8 (left side) and #9 (right side) for protons, deuterons, and 3He’s measured

in the HiRA beam test. The rms values of the smoothed distributions are also shown.
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Fig. 12. Smoothed non-uniformity values SMij for crystals #8 (left side) and #9 (right side) for 6Li and 7Be beams measured in the

HiRA beam test. The rms values of the smoothed distributions are also shown.
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10. Residual non-uniformities after correction for

the global non-uniformity

Values of the statistical contribution Dstat to the
residual non-uniformity in Eq. (8) are typically
about 0.002% for both the a-beam test and the
2H-beam test. For the HiRA test crystal runs,
which have somewhat lower statistics, as well as a
larger momentum acceptance, the values of Dstat

are about 0.01% for all particles used.
The dependence of Drms; corr on the crystal

number for the test crystal measurements is given
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Fig. 15. Scaling factor a; which describes the non-uniformity of

specific isotopes with respect to that for 6Li at E=A ¼ 26MeV

for various particles and energies. By construction, we have a

value of a ¼ 1 at AZ2=E ¼ 0:34 corresponding to the 6Li

fragmentation beam. The line is the fit to the non-linear term in

Eq. (10).
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in Table 1 for the two beams. No obvious trends
with crystal manufacturing process are observed
for the test crystals. The dependence ofDrms; corr on
particle type is given in Table 4. The values for
Drms; corr increase somewhat with the charge
of the incident particle. This shows that
there are residual non-uniformities that are not
well removed by the smoothing procedure,
even when neighboring pixels are only 2mm
apart. Of course, these non-uniformities
could be more accurately removed for
particles with similar penetration depths into the
crystal by making a pixel-by-pixel correction or by
smoothing over a smaller number of pixels.
Whether or not this can be done for individual
crystals to the required degree of accuracy depends
on the beam time that can be allocated to
calibration purposes.
11. Discussion and conclusion

We have investigated the non-uniformities ob-
served in Ref. [5] for crystals manufactured by
several different methods. These measurements
reveal the dependencies of the non-uniformities
upon the energy loss of the stopped particle. The
subsequent analyses also tested different methods
for correcting the measured light outputs for this
non-uniformity.

It is natural that accurate pixel-by-pixel
correction would provide superior results.
When faced with the necessity of measuring
non-uniformities at a range of depths and for
many different particle species, however,
it is advantageous to smooth the non-uniformity
plots or fit them to a linear function in order to
extract the same information from data of lower
statistical accuracy than would be required for an
accurate pixel-by-pixel correction. We find that a
smoothed pixel-by-pixel correction is useful in
nearly any case, while the linear correction is
useful only in a few special cases, such as those
with a large light output gradient across the crystal
face. In cases in which the light output or its
gradient is not as uniform, the pixel-by-pixel
correction utilizing the smoothing algorithm is
superior.

None of the different manufacturing methods
was obviously superior in suppressing the local
variations of the light output that occur over
distance scales of the order of a few mm. These
local variations are always present; the magnitude
of these light output variations, however, depends
on the ion. As would be predicted by the non-
linearities in the light-output energy loss relation-
ship described by Eqs. (9) and (10), the observed
non-uniformities increase with stopping power.
This suggests that the non-uniformities reflect
saturation and quenching effects that prevail in
the sections of the particle’s trajectory where the
ionization density is largest.

The scaling behavior that is illustrated by Figs.
11 and 12 suggests that a practical correction to
these local non-uniformities may be obtained by
measuring them for a highly ionizing particle and
scaling them down to obtain the corresponding
corrections for more weakly ionizing particles.
Clearly, this correction is more accurate when the
light output non-uniformity for highly ionizing
particles is smaller. While the present analyses
suggests this is a promising approach that can
achieve final non-uniformities in the order of
0.1%, it is still not clear how far one can
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Fig. 16. Residual non-uniformity D0
ij ¼ Sij�SMij for protons (top), deuterons (middle), and 3He (bottom) particles on crystals #8 (left)

and #9 (right). The rms values of the corrected distributions are also shown. The large residual non-uniformities around X-Pixel=14

and Y-Pixel=2 are due to low statistics of the scan.
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Fig. 17. Residual non-uniformity D0
ij ¼ Sij-SMij for

6Li (top) and 7Be (bottom) using crystals #8 (left) and #9 (right). The rms values of

the corrected distributions are also shown.

Table 4

Drms;corr for different particles in the test crystal beam test

Particle Incident energy Range in CsI (mm) Drms;corr (%)

CsI 8 CsI 9

p 53 10.3 0.08 0.07
2H 39 3.8 0.08 0.06
3He 48 1.0 0.11 0.09
3He 105 3.8 0.11 0.11
6Li 158 2.1 0.13 0.13
7Be 243 2.2 0.26 0.16
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extrapolate such measured non-uniformities to
particles with different penetration depths within
the crystals. In principle, the light output also
reflects variations in the thallium doping
along the ionization trajectory and may lead to
different non-uniformities for particles of
different range. Thus, measurements of the non-
uniformity at different penetration depths are
advisable to achieve an accurate overall non-
uniformity correction.
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